amangnnagar university
Part IV B. Sc¢ (Honors) Examination — 2023
Course No.: Stat- 408
Course Name: Stochastic Process

30 Minutes

Mark: 35
Answer any Three of the following questions. Each question carries equal marks,
(a) Define Stochastic Process. What are the different types of this process explain with (4]
examples?
(b) Explain Gaussian Process and Brownian Motion with properties. Also. mention some 4]
of the Gaussian Process’s applications.
(¢) Consider the Process [X(t), t € T] whose probability distribution, under a certain condition, |1 1/3]
is given by
Pr{x (i “F
o] [rd o SR e . 1P (
e (a2 “,///
B arat
T AN , n=0.
Test the Stationarity of the process. e

Define Markoy Process, Recurrent, and Transient State of Markov Chain, State and 4]

prove the First Entrance Decomposition Formula,
e a2 O

Write down the properties of a communicate state. Explain in detail “How to find the 4]
higher order transition probabilities using Chapman-Kolmogggv equation?”.

Let us consider the following data 'SPresents the daily average lemperature for AR 8 U\ A

twenty-five consecutive days in Dhaka districts. Where ‘oday’ s temper

alare depends
{ﬁl‘// Oon yesterday's temperature, not on the past. The tlemperature was defined by three
.

States such as {0, 1, 2}, where 0: 26-29°C, 1. 30-33° Q. and 2: 34-37° C. The data s
i

as follows: &\/cj «
07 o
1,.1,I,O,O,1,1,1,0,0,0,0,1,1,2,1,1,1,1,2,2,2,1‘1,0 Sl/x, b
NG
(1)  Construct the transition probability matrix. Kv
(i)  Draw the transition probability diagram.

(ii1) What is the probability of a temperature of 26-29° C on Tuesday given that

N
it was 30-33° C on Monday? ~0 Cf\%\¢¢¢ ],W‘\W
i @ T of (\Inkk
el L
ith 1 i t are the main assumption
Q3. (a) Define the Counting Process along with its properties. What a

41

of this process explain in detail?

0] be a Poisson
i i Process. Suppose [N(t),t =

i the properties of a Poisson

(b) Write down

N( } )
y
/

t .
\/ ; : A ith rate 2 per unit time,
¢ s occur according to a Poisson process WIRLEgES 4 P et
ears, storm : s with rate 4 p
© i they occur according to a Poisson process with ré il

ile i s the o enote

while il eti i 4 ill be a good year with probability 0.4. Let N(t)
r will be a

Y\kasﬂ'

i t yea
time. Suppose nex . i %
s during the first t ime units of nexty

€ ¢
Page | 5(5’\) A\ .
ac)2 & wt? :

number of storm
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; Answer any Five E Minin
. it e of”’(’followi )
©Ol. (8 What s Meant by data Minj ’1,5 q”es’ions
Ing? wy :
Unsuperviseq Le ) ol
_ea P .
B THIE? Discije these © differe, Caual g, Mirig 5
(b) What is meant by KDD With'a Suita} LS b
: Process? Iqeng Ple exan, TYSed. ang
How does KDD diffe; from ¢ ¢ Cscribe ¢, 14)
hases i,y th

@) Whatis meant by iy gy tonon i g
Tietly explain the dif
How can find th i & *ePS of kNN
€ Optima] Numbers of | 1 to Classify the objecy 15]

(b) Apply the kNN algorithm

Table 1: Iris Datg for KNN

4 5ot N T -., 36 =2 “\&rs‘\cc\\m\

\ Versicolor—t

(¢) Write down the different steps of the

Random Forest algorithm for classification. [4]
(a) What do you mean by ANN? How does it differ from the perceptron algorithm? Discuss\ 41
the basic structure of ANN.
@ Discuss the different steps in developing an artificial neural network. [5)
(¢) How do you estimate the weight of ANN? Discuss the backpropagation algorithm. 51—
’l (a) Whatis meant by k-medoids clustering? Write down the different steps of the k-medoids  [6]
clustering algorithm. What are its different advantages from other clustering
techniques? : e
(b) Apply Self Organizing Map (SOM) to cluster the A, B, C, and D data points

1 be
iteration. Assume that the initial learning rate is 0.5 and the number of clusters to

formed is 2. 3 - 02 08

Table 2: Data Point for SOM 04 07

o A B (13 11) Weight matrix, #'=| ) 5

SeSESEIE
I B i PR
4 1 0o [ 0 1 8401




)S. (a :
\\_) ) What jis meant by Computer Vision and CNN? Explain the different steps of CNN,

Sg & ® @ 3 155
7.’07‘(({1‘7\( B i ot A f
e SENOR 5 s 8 9
; e /(o Image — S T e L and Filter =| —1
oN-e 28 s 5 o8 & 2
[ O 5
Find May Pooling ang Average Pog
after convolution with Stride 1 and ReLU
(c) Discuss the differe .
Pt a0 sy erent typeg of Convolution Kernels used in CNN.
-y ' S meant by, Support Vector Machine?
y N support Vector machine (SVM)?
(b)  Wrj

{¢)

Z

(b) Consider , grayscale image

of Decision tree? How?

(S), and greater than the median height (T). C

S
et ,w&fm\/

0\\%;% 2

—
Xj"h'_v“
4

and a convolutional filter represented as follows:

-1 o0
4 BE]

Ve

(©)  State the Naive Bayes Classifier. Classify the Height in the following Table 3 into two IS

Categories based on the median value of height

— less than or €qual to the median height

(1) Compute Information Gain for gender and height.

onsider Output2,

(ii) Comnpute Gain Ratio for gender and height. Comments on your findings

Table 3: Data for Classification

Short
Tall Medium
Medium
Medium
Short
Medium
Short
Short Medium
Tall Tall
Tall Tall
Medium Medium
Medium Medium
Medium Tall
; Medium Medium
m 1.75 m Medium Medium

'd

g TS s, l;\c ¥ . e P w",f! " e S
What s meant by text mining? What are the different types of Text mining techniques?

What is lexicon-based sentiment analysis?

Explain the methods to Compute Sentim}ént Scores, Lemmatization, Tokenization,

Sentiment score; and VADER.

Exnlain the term Weh Minina awd v .

\

[6]

5]
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(@) Derive the Jackknife estimate of the pigg of X

(1) Compute the Jackknife estimate of variance for p
{246,810}, - S

C

=5 data points X =

4
metrics with Importance and typical range. .
(b) Define the concept of the most powerful (MP) test. State the Neyman-Pearson Lemma

and explain its importance in hypothesis testing. Explain the conce
( most powerful (UMP) test. How does it differ from a MP test?

(¢) Letx ~ Poisson(2). You want to test,

Hyid =2 M

Jihsd = 3

pt of a uniformly

(1) Using the Neyman-Pearson Lemma, derive the most powerful test for this

hypothesis.

(i1) Specify the critical region of the test for a significance level a = 0.05. c7

: itical function
Q4. (a) Define randomized test, non-randomized test and Bayes test. Define el

\ \

| A
function is a linear function of the power function. i

P{m(ﬁ\lu\(\ \

e e T



»Where x> and lay

0 < 6y versus

(© IfX~N(6,02) and o2 is known then test Hy: 0 = g

o versus H,: g =+ 0.

1 has error sizesg @ and f; show that

k§ = ﬁ and k; = IEJ and hence show that if

SPRT defined by k

0 and k; then a'+p < a+ B.

Good Luck
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)2 Hours 30 Minutes

Time: ( Murk: Vs
Answer any Three of the following questions. Each question carvies cquol smarks,
Q1. (a) 'xplain Bayes®™ Theorem and its importance in Bayesian Inference 13
(b) Discuss how the concept of prior and posterior probability is applied in real-world 141
scenarios, such as spam email filtering or medical diagnostics
(¢) What does it mean for a prior to be “informative” and “non-informative”™? Give [4.67y
v Sy A
=7 a8 ot
o examples. fo b
k £ 5

ﬁf (a) Let y be the number of heads in n coin flips, whose probability of heads is 6. If prior  {3.5}

distribution for 6 is uniform on the range [0,1], derive the prior predictive
1 oy - eac —
distribution for y, Pr(y = k) = fo Pr(y = k|6) df. Foreach k = 0,1, ..., n.
(b) Suppose you assign a Beta(a, ), and then you observe y heads out of n coin flips.  [3.5]
B i

Show algebraically that the posterior mean of 6 always lies between the prior mean,

==

S =

_®_.nd the observed relative frequency of heads, Z. \
a+f o & g’@
(¢) Suppose you have a Beta (4, 4) prior distribution on the probability 6 that a coin will  [4.67]
yield a ‘head’ when spun in a specified manner. The coin is independently spun 10
times, and ‘heads’ appear fewer than 3 times. Calculate the exact posterior dcns'\\x//
along with its posterior mean.
Q3. (a) Define Bayes factor and explain how it differs from a p-value in hypothesis testing. 12
(b) Show that Bayes factor for testing H,: 6= 6, vs. H: 0 =6, is given by the ratio of the 131
marginal likelihoods.
( (¢) Suppose X~N(6,4). Assume that Hy, Hyare equally likely. [6.67]
To test Hy: 0 =1 w.s. H 76 =25
(1) Compute the Bayes factor in favor of Hy for X
(1) If n=t5

=1.5. Interpret the result.
,X = 1.2, the prior for 6 is N (1,2), calculate posterior odds in favor
OfHo.

(a) Define the posterior distribution. Explain how it is derived in a Bayesian framework

131

Vr\..l—m»i'{’l



L

Markov chain simulation? What are the key steps involved in the Metroﬁé\ﬁs T

/{ a) What is
/ 2 algorithm? 9 &
(b) Define jumping distribution. What properties make a jumping distribution effective? (3.5}
Mention some common choices forjumpinmm
(c) What is the Gibbs sampler, and how does it work in Bayesian inference? How ses

the Gibbs sampler generate samples from a joint posterior distribution?
(3’_’/‘--_—‘7

Good Luck
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l\’l\l‘h\lﬁ~ /\ns\\yx is
3 AnSWL’I arzy Ve'c 2 <
). L4 27
V2 2 th o olloy,,
@ ((‘l) Wh<'ll 1s Illlllli\/'lll 4

B quv.\‘ﬂ'on»\'. l:'a(-h Auestio,, Carrips
1nterdcpondenc >t 3 Sis@ \Nh;u are the Main Qifferen e J L, W -
(b) De < &.chnlques in 1nullivarial,e analy gjear . \N‘WCQ“ “‘l“‘i‘“\ R %
_—=efine 1nullivariatc Normag] distribyg o :
o ibution With g likelj \ i
X, T — mri‘i‘?’”“d functigy | Suppose A random \S
VSSligre 5% — (&1 be distributed e : Y
X, as N, (H,E)with mean veetoy n =&‘h\ and covar
i S 'd\’\'c\“Ck‘.
2 : = ; ul
A Mmatrix 3 1 Zy = and |x
s 5 >
e z, )XZZZ 22‘ Ol Thep find the Conditiong) distribution X, given
that X, =x, _ - i
c = ; W et
(c) If X ; ,Xz and X3 are jointly normal with Quadratic form K/)\ -y 16}
© = She” 6x; + 2x; + Ao (Oped ot 200 A 3o, e
(1)  Find the mean vector p and covariance matrix X, A
&« (ii)

Find the conditiona] distribution of X, given 2X, H3Xe
(iii) Are X, and 2X, +3X independent]

(@)  What is Hotelling 72 statistic? Show that, 72 is a

show that 72 is invariant under Linear Transform:
(B) Iet A’I,Xz, Seog X

y distributed? Explain,
2. generalization of univariate .. Also, [5]
ation.
be a random sample from N FUR)) momieen. Derive the

: . ] o
likelihood ratio test for testing H, : = 1 against H, : pr= 1. And hence show fhat T

Kc\j\\ \
; & \
can be obtained from likelihood ratio statistics. i |
8 9
i : 4y =[7,10] using data, X = . 13]
(¢) (i) Evaluate 77 for testing I8 st =\, e
7 9 3 s 'fr(‘
o3 S S 0 |
(ii) Specify the distribution of 7* for the situation in c(i). -
i

ivariate analysis of variance (MANOVA) with its [5]
Q3. (a) Describe the one-way multivaria ed according to treatment levels.
. | mean vectors arrang bilities in 151
tions to compare severa : ific possibilities in {3
assump ;s file analysis be useful for managing several specific p
Id the profile
(b) How cou

? Explain.
the question of equality of mean vectors? Exp

X d pooled 4]
28, 4%, = | 1 gvoel - 3] o RIS on @
(¢) Letn =28, n =28, X, =|
0.88 0.36 0.23

(:\/
g UE 3
ovariance matrix Sp =036 0.7
: 05 020 0539 : .
. incident. Use o =0.03. P
1 files are coincide &{
| profiles, assuming that the pro |
I rofiles,
Test for the level p



K { ( ) I .
[ l

high-dimensional data? Describe the Likelihood Ratio test based og Lawley’ d
y’s procedure

to test the adequacy of PCA for any study.

(b) Suppose the rand =
om vector X [X,,Xz,...,Xp] have Cov(X):Z with the 5]

eigenvalue-eigenvector pairs (/?1,6, ) (/27,.92 ),...,(/lp,e/, ) where 1, : 22120
\{ = — st .

/ Hence, show that thﬂ principal component is Y=eX,i=1...p. V
Q/ (¢) In astudy of size and shape relationships for painted turtles, Jolicoeur and Mosimann  [5]
(1960) measured carapace length, width, and height. They performed a principal

component analysis using logarithms of the dimensions of 24 male turtles. Following are

the results of PCA

Importance of components:
PC1 pc2 PC3

Standard deviation 0.002262)0.00042 4.683e-19

Proportion of Variance 0.966680 0.03332 0.000e+00
0.966680 1.00000 1.000e+00

Cumulative Proportion
PC1l PC2 PC3 \" 0
Length -0.7616419 -0.08114189 -0.6428979 N
Width , -0.4550873 -0.63930114 0.6198303
Height -0.4612996 0.76466336 0.4499919 v SA |
)?e_l%

)] List all the principal components with their variances.

’
your findings. . - 0.0111, 0.0064, and 0.0060.
and height are 0O- : between the 17

If the variances of length, width,

i rrelation
then find and interpret the maximum €©O

(iii)

respectively, . ble
| igi ariable:
‘ principal components and the original Vl - Under what circumstances would [4]
' : i alysis? Un -
Qs. ean by canonical correlation an - : e TiaIe
2 }YZIII astelde(::ty :;n:)nnical Zorrelation analysis instead of multiple regression as pp
statistical technique? . () an 171
.cal correlation for X
(b) Derive the canonical variates and hence calculate the canonil():a g X(Z)) B ﬂ(z).
. x® set of variables having E (X ) =H ( ’
E ’
cov(x®)=5,; cov(x?)=2,, COV(X“),X‘”) =%, =25
(1)
™ X B3]
(©) Let X, =|.... ; j=1,2,---,n. be a random sample from an Ny (,U, Z) 5
; 2
X;
212
(rxq) .
........ . Test the hypothesis H, 1%, = Opng) -
2

\ . .
ctor and factor analysis? Give example. What are the

.) () What do you mean by fa

. . - Sa
Find the number of retained principal components for this study. Hence, explain o #C
//M

purposes 3]

—

of factor analysis?
orthogonal factor model, the [6]

(b) What is the Orthogonal Factor Model? Show that for the

variance of observable random variables can be expressed in terms of commonality and

-—

\—/’/
specific variance. Also, explain the estimation procedure of the orthogonal factor mocie:l//

Suppose the m common factor model holds. Discuss the testing procedure for the

adequacy of the m common factor model.
R, 1 / X 9

151



S (@) Define discrimination analysis. Derjve the expression for the minimuy

4 e misclassification rule to separate objects into two populations.

Fisher’s linear discriminant function from the followin

. g output. Hence, develop
the allocation rule to classify the data

into gasoline or djese] trucks using
] ; :
D* =(X,-X,) S, (%, - X, )=-5.690493,
Call:
lda(x[, 4] ~ x[, 1]+ x[, 2] + x[, 3D
Prior probabilities of groups:

diesel gasoline

0.3898305 0.6101695
Group means:

x[, 1] x[, 2] x[, 3]
diesel 10.10565 10.76217 18.167826
gasoline 12.21861 8.11250 9:590278
Coefficients of linear discriminants:
LD1

x[, 1] 0.13374629
x[, 2] -0.07030203
-0.16739189 . g -
;(f[ ! r?g11610 trucks of diesel 70 are correctly classified and among 54 gasoline trucks,
amo

; ks are misclassified. Then construct the confusiton matrix and hence, calculate the
40 trucks ar :

Or 1 . y aSSIflca 10
( ) Cl 9

i 0

1IN i iv followin
ini expected cost of misclassification (ECM) rule given the fo g

rsclassification costs, prior pr obabilities and denSIty values.
In.

True Populations

= , \

\
P 0 12 0 o
Classify as: 7:1 / 25 0 q//. o
Prior Probabilities | 0.65 0.35 N
Densities at x, / 0.64 0.77
Can we allocate the same population, if we assume prior probabilities are equal?
)\/(a) Define cluster analysis. Discuss the different steps in agglomerative hierarchical and [5]
nonhierarchical cluster methods. What is a dendrogram? Explain with an example.
(b) Suppose four individuals possess the following characteristics. Use “Ra_l'io_oLnia_tQhes [5]
o . . LT
fo mismatches with 1-1 matches excluded” Similarity coefficient to find the
homogeneous clusters of individuals; ’
Individual Salary Weight Job Position
1 48000 Tk 64 kg Assistant Manager
2 96000 Tk 67 kg Manager @cfz(})/
3 32000 Tk 73 kg Assistant Manager R

&
4 95000 Tk 50 kg Manager &
Define four binary variables X, X,, and X as

¥ - I Salary > 60k _ /1 Weight > 65
"0 Salary <60k > X2

1 Manager
. ,and X, = - .
0 Weight <65 3 {O Otherwise

ed in regression modeling  [4]

m éxpected costof [5]

8 Fisher's linear discriminant function differ from other discriminant functions? 5]
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xg -Q(\ =

Answer any Five of the following questions. Each question carries equal marks.

Set up a mathematical model for ANCOVA in RBD with one concomitant variable and
. discuss the analysis procedure of such data.
(1) Justify the impact of the concomitant variable, (6
(i) Check whether there are any differences in the effects of different levels of

treatment.

In agricultural research station an experiment is conducted to study the productivity of
2 varieties of potato using nitrogen fertilizer. The agricultural plots for cultivation are
found homogenecous in respect of fertility. The potato varieties are randomly allocated
to different plots. But the amount of fertilizer used (x kg/plot) in different plots are not
same. The production of potato (y kg) in different plots along with amount of fertilizer

used are given below:

Plots

. o
~ ey
&

Mark: 70

Potato 1

Potato 2

V

Y

l

45

55

I

N =

54

l

ca

1
2 46
3 44

3

50

I

x
5)
4
6

|

(6]

8]

i XMUS

@) Write down the appropriate model for this data. Justify the reason for your

choice.

3"‘)\1\ ;
< 3
W Xg&\)

@di) Complete the ANCOVA table.
(1i1)

Test whether the impact of the concomitant variable is homogeneous or not for N

AS
W

. o = 3 /\
(a) What is meant by factorial experiment? Write down the advantages and disadvantages  \T\ v

all varieties of potato.

W\ 4

@

of factorial experiment compared to single factor experiment. Discuss different types

factorial design with examples. | 4 . :
plain Yates algorithm to calculate different component sum squarew M

‘ment in a CRD with 8 replications of each treatment combination. Also, present
experiment m a & J WA © M S S o =

the ANOVA table and test whether the treatment combination is similar to each other.
e

fferent component sum squares in a factorial |6\

3. (a) Construct the yates table to calculate di

RBD with 7 blocks. Also, present the ANOVA table.

iment in a
SXpelimen ous plots to see the effect of 18}

: - i eterogene
(b) An experiment was conducted using three h‘ erog

nitrogen N and irrigation / on the yield of a certain variety of rice.
’ 0 for 30 kg/ha 0 for low level

N={1 for 60 kg/ha ,
2 for 90 kg/ha

0 9
] =21 for moderate level

2 for heigh level

. : i i next table:
Possible treatment combinations and respective yields are given in the



(1)  Write down the name of the design for (his

. : tuation. Justify your answer. £
(i)  Write the mathematical model for this data, W X mki) i
(iif)  Estimate the co 4 - @ \

; mponents of ANOVA table. Construct the ANOVA table. ©
(iv)  Test which the treatment combinations are similar. XM

4. (a) BExplain the concept of blocking and confbunding with suitable examples. Discuss the 4] Z
Importance of blocking and confounding in experimental design.
(b

=

What are the different types of confounding? Explain them with examples. Display the ~ [4]

la};out of 2* factorial experi tially i
it of periment where ABCD and AB are partiall confoundmg%/

. (©) How do you analyze data obtained fromsuch design in part (b) to test the important  [6]
W
hypotheses? Also, set up the ANOVA table for this design.

Q5. (@) Define Lattice design and Youden square design. Make a comparative study between (6]

these two designs. St
is design-
B g X . the scope of this
(b)""Explain the concept of repeated measure design. Write down i
y - - of repeated mMeasures .
How does this design work? Describe the benefits of repeated
O

- : ign. 7]
ibe the procedure of intra-block analysis of data obtained from a BIB desig [

i i —=13, =k=4, A=1.
struct a layout plan for a BIB design having parameters b=v=13, =k

ine an incomplete block design. For a symmetric BIBD, prove that

(71
S 3 7=z =1 d
=7, where 7, =Zn1,n,.,.; i#i'=1{1)b and /I:Zn,.jnij,; ez = )v an
i i = 07 = | ‘
 also prove that, (r —/a) is perfect square.

What is split plot design? Give an example Discuss the scopes and applications of this  [4]

, design.

" (b) What do you mean by whole plot treatment error and subplot treatment error? Why do (4}
they occur? Also, discuss the importance of these two error structures for testing
important hypotheses.

(¢) Discuss the procedure of analyzing data obtained from a split-plot design with two |6}

factors. Prepare ANOVA table.

_ Q8. (a) Define nested design with example. Display the layout of two-stage nested design. 141
(b) Discuss the importance of nested design. What would have happened if we incorrectly ‘ {4}

analyse the two-stage nested design as a two factor factorial experiment?

()  Discuss the procedure of analyzing data obtained from a two-stage nested design with 16]

two factors. Prepare ANOVA table,

n
Good Luck % Q \
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Answer any Five of
the followin, fi
QL. (a) What is m 8 questions. Each question carri,
eant b G on carries equal
y data mining? What are the differences betweenqglllp’e’z’:ks;i
Ised and  [4]

Mark: 70

U ! ! s "
nsupervised Learning? Discuss these with a suitable example

(b) What is meant by K. 1
( ; y KDD process? Identify and describe the phases in the KDD
ow does KDD differ from data mmi11é7 &, ¥

(¢) What is m
eant b i i s
. : y EM and jackknife estimators? Why is it i i
inference? Given the following set of val 1 G e statistical [5]
; ues
estimate for both the mean : (1. 3503s] 20}, determine the jackknif
and standard deviati y b
BB et is meant by KINN? =l il 101 of the mean.
1n the diffe t ste 1
How can find the optimal numbers of k. for kNIiIr:n T e T W
(DR pply the KNI algorithm toiclassify the ifem with information Sepal
1 () > 2
Width: 2.9, Petal Length: 5.6, and Petal Wid T =
n 1dth: 1.2 based on the following training dat:
ta

oS- Table 1: Iris Data for kNN

Sepal Length | Sepal Width | Petal Length | Petal Width | Species |
3.6 1.4 \ L Q,k
02 [ ‘setosa | R
12 T oz e o
19 0.2

1BS 0.2

Virginica

! \ Virginica
5.6 1.4 \ virginica
57 \ 2.5 | virginica

6.7

Write down the different steps of the Random Forest algorithm for classification. 141
NN?2 How does it differ from the perceptron algorithm? Discuss 4]
| : 4

(©)

/\
(&{ (a) What do you mean by A
' the basic structure of ANN.
15\

@ Discuss the different steps in developing an artificial neural network.

NN? Discuss the backpropagation algorithm. 15—

(¢) How do you estimate the weight of A
edoids clustering? Write down the different steps of the k-medoids {6}

Q4. (a) Whatismeant by k-m
!

/ clustering algorithm. What are

techniques?

(b) Apply Self Organizing
iteration. Assume that the initial learning rate is 0.5 and th

its different advantages from other clustering

Map (SOM) to cluster the A, B, C, and D data points for an 18}
e number of clusters to be

formed 1s 2.
Table 2: Data Point for SOM 2N

. ‘ 04 0.
AT B @ D . W=
T e | 1 1 %J Weight matrix, 06 B
2 || - 8L 08 03
T T . T :
- o9 0 0 =



AL IR
- 6 q .
| AN

6 09 2 1 3 W

(518358, a%@gl
Image=465589and Filter = S -

SRR SR & e I

2 SR ) s W0 =il C/Q/\i_

—144455J :

Find Max Pooling and Average Pooling Feature Map using a 2x2 window with stride 2
after convolution with stride 1 and Re[U.

g
(¢) Discuss the different types of Convolution Kernels used in CNN. (4] g
(@)  Whatis meant by Support Vector Machine? What are the different types of kernels used  [5]
in support vector machine (SVM)? Q(]
(b)  Write down the different steps of support vector machine (SVMz for classification. [5] Coi
(¢) Discuss the Minimal Cost—Complexity Pruning Algorithm to prune a decision tree. [4] g
. (a) Whatis meant by CART analysis? How does it differ from the usual decision tree? How  [4] M
do'you apply CART in data mining? Discuss the algorithm of CART analysis. wﬁf N
~x ; 5 I\
(b) Discuss the advantages and disadvantages of ID3, C4.5 and C5.0. Are they. improvement  [5] N«‘\\P’
of Decision tree? How? | y
i i ing Table 3 into two [
(¢) State the Naive Bayes Classifier. Classify the Height in the follovlvmgtheamzdian G
ies based on the median value of height — less than or equal to
- i T). Consider Output2,
(S), and greater than the median height (T)- .
j / i in for gender and height.
(i) Compute Information Gain for g . ot
(ii) Cormnpute Gain Ratio for gender and hieight. Co :
Table 3: Data for Classification \ S\ [7 g
i 1 | Output2 )
der | Height QOutput )
A\ H‘A‘ [ Na,n:‘ea ’l Gelll: 1.60 m Short | Medium 1 (2 ) A
q\))’ ’[ ffls in | M [200m Tall | MedmmJ ) .
3 W [ Aﬁggie [ F [190m]| Medium %alﬁ e o
S )( Martha | F 1.80 m Medium al | 6 i
3 el B 1t Short Meawm | _y (0
/\‘(\ [ Stephanie ’ : . \ e J
7 A | Bob | M [18m Medium edi
- [Kathy | F |1.60m Short | Medl'umg\
e 70 m Short | Medium |
f Dave | M 1.
Tl | e
[Worth | M [2.20m
Tall T U i
/ Steven ’ M [ 2.10m ' . \ @
i F [18m Medium | Medium N
| Debbie | . o o1
[ Todd [ M [195m Medium | Medium e
[ Kim | F [1.90m| Medium | Tall \ & xc"\\x -
[ Any l F |180m | Medium \ Medl.um \ é{g S > ¥
‘ ium Medium & X
/ | Wynette I F | L5m Mediu \ y Jq

i ini iques? (6]
(a) What is meant by text mining? What are the different types of Text mining techniq {
What is lexicon-based sentiment analysis? . o
\_-Vpﬂ_“ . . o S atlon,
(b) Explain the methods to Compute Sentiment Scores, Lemmatization, Tokeniz
Sentiment score; and VADER. "
(¢) [Explain the term Web Mining and Web mining taxonomy.

Good Luck U\
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Mark: 35

Answer any Three of the Jollowing questions, Each question carries equal marks.

(a) Explain actuarial science and write down the important uses of actuarial statistics [11/3]
especially in the context of Bangladesh.

(b) Define accumulation and amount of function. Briefly discuss simple and compound

[4]
interest. Which one do you think better for developing countries like Bangladesh?
(¢) Define present value and discount. 1000 is to be accumulated by January 1,2023. at 141
4 compound rate of discount of 9% per year.
(@) Find the present value on January 1, 2020. i
(@di) Find the value of i corresponding to d, where i is the interest rate and d is the \\g Q'OQ\
discount rate. \ ()((;T
o
1 N
(a) What is meant by nominal rate of interest 18% per year convertible monthly? Under 15 e
Q2. (a
usual notations, prove that 1 : :
(i)i—[1+5(—m—)] ! @) d = iv @) v =—
= = | :
i i ate of interest 12% B
ffective rate of interest which is equivalent to a nominal r \
] ectl .
(b) Findthee
per year convertible monthly ? [11/3‘
interest, Oy 1S:
(c) The force of in g
& = 0026, 6= & =7
0.05, t =8
able at time 8.
Calculate the present value of $100 paya
' i i lications of annuities. 113
3. (a) What is meant by Annuity? Mention some practical app 113
| . S 9=
/Q Under usual notations, show algebraically that p i) g\
\
// 1 23 \) » \} ‘\'BL\’\
¢ h A L ; |
W a4g=; Y ol
ol Ko e A
2/@ (i) Gy = Gy + V05
) i
o IR Y ) 2 1 l 7%—
il (i11) Sm+n[ o Sm[ " ( i ) n| \Q

/t)/ Elroy takes out a $5,000 loan to buy a car. No payments are due for the first 8 months, {3}
1 monthl d
v but beginning with the end of the 9th month, he must make 60 equa «&-——» y /bco\\k 5'\
g o 4

payments. If (= 0.18, find the amount of each payment. 4

: Apiitns i : A
Q4. (a) Whatis a loan amortization schedule? Consider a loan which is being repaid by equal 141
annual payments of 1 for n years. Construct an amortization schedule.
' inki 1133
(b) Whatis a sinking fund? What is the major benefit of sinking funds? (113}

. 4
(¢) Aloan of L is to be repaid by sinking fund method over n years. Find the (equal) 14

periodic payment of the sinking fund. n

q
(/r\i/ X M"O



¥

111/3)

Q5. (a) Whatis meant by premiums? What are the different types of premiums? Give some
examples of gross premiums. -
(b) Draw a cash flow diagram of an n-year endowment insurance of face value 1 on (x). 14}
Derive an expression to find net single premium.
141

(¢) Given the following data:
Mortality: Illustrative life table

I | L | d,
0 25 8,640,861 | TIADG \
L 2% 8,563,435 | Bl
[ 28 8479008 | 90,082 |
8.389,826 | N

L 2%

and 7 = 0.05. Calculate the net single premium of 3-year endowment insurance on

(25) of 10,000.
o
Pt D)
-

IRy

‘Good Luck

-~




LLITRo

©: 02 Hours 39 Miny,
s

tr e,
Swer any, Mo o S
sy,

(n) De
Cling \ e and g X ¢
O,

down them

€Xpectancy of bjrth.
\ (¢)  Derive the Lotka’s mode] for stable Population theory. 14

O3V ) Define cohort’s component methods of population projection. [n which situations 14\

= will it be applicable rather thaz
Bangladesh and why?

(b)  Write down the names of different mathematical methods. Explain them briefly ana AR S VRN

graphically.
(¢) Calculate the projected population for
projection, and exponential projection

year 2030 using linear projection, geometric 4
and comments on them_

201
v
Populati
on SIS G0 | 16.2 \

(Crore)
G R 11.24 1268 MR \1.15 \1.16 \1.08 \“;\
w

Rate (%

(a) What do you mean by fertility? What are the differentials in fertility? Display them 4
a N

Q4.
14

()
by a conceptual frame work?
ili ' aarts and
(b) What are the proximate determinants of fertility as perceived by Bonga
3t iy indloes b &
Potter? Describe also the procedure of estimating the fertility indices by
otter"

Bongaarts model. i LB

i tion of postp
(9) Suppose total fecundity rate is 15, percent of married 60, dura

of contraceptives 95%. Find the total fertility rate.






14}
wni
of the Gaussian Process’s applicati

5 ion s S
i N some \4y
(¢) Consider the process [X(t),t e T]
> Wwhose probabilit: distributj i
e i Y distribution, under a certain condition 111/3)
tn—1 O
PG = gl = =272 -~ .
(@ apEe 0 RS, o \V
D at
= 1+at 24 =10,
Test the Stationarity of the process. $;

Q2. (a) Define Markov Process, Recurrent, and Transient State of a Markov Chain. State and

[4]
prove the Flrsme_])ecomw Formula.
(b) Write down the properties of a communicate state. Explain in detail “How to find the [4]
higher order transition probabilities using Chapman-Kolmogorov equation?”. :
m \
(¢) Let us consider the following data represents the daily average temperature for 113\ Vb VvV %
twenty-five consecutive days in Dhaka districts. ‘Where, today’s temperature depends Q/V
gi/ on yesterday's temperature, not on the past. The temperature was defined by three e_
Y states such as {0, 1, 2}, where 0: 26-29° C, 1: 30-33°C, and 2: 34-37° C. The data is
— )
as follows: (:\/cl}(j
ol T 0 0 T 0, T 0 006,05 Ttk 11 1,2, 2,9, 1, 1,0 5D e
; aef
] (1)  Construct the transition probability matrix. (v

(i)  Draw the transition probability diagram.

(iii) What is the probability of a temperature of 26-29° C on Tuesday given that
N
it was 30-33° C on Monday? ONTRE e W |
T &7 m\\\%&"‘\—o AU G
v 2 S

Q3. (a) Define the Counting Process along with its properties. What are the main assumption
of this process explain in detail?

(b) Write down the properties of a Poisson Process. Suppose [N(t),t = 0] be a Poisson 14}

- . : N
U/ Process, then show that the autocorrelation coefficient between N(t) and N(t+s) is 5&
4 G
bl b
t+s
i i ith it time, {11/3] A\
(¢) In good years, storms occur according to a Poisson process with rate 2 per unit time, X
] : . bl
while in other years they occur according to a Poisson process with rate 4 per unit @l@( ¥
* ' Q ’J’J \
lime. Suppose next year will be a good year with probability 0.4. Let N(t) denote the /,/ \\\\
¥ Sl
number of storms during the first t time units of next year. S \\\

X
ps L -3
s e p Nl S \\(\\ R N :



B [l

@) .~ Find P{N(t)=n}. o ¥ @
.. NA—
(i) Is{N (t)} a Poisson process? + N Q
(i) Does {N(t)} have stati
stat i
& lonary increments? Why or why not? %

Does it have independent increments? Why or why not?
(V) If next year starts off with three storms by tim t
cHN=

it : 2, what i
conditional probability it is a good year? O Sl at is the

Q4. (a) Derive the distributi
¢ the distribution of Renewal process. Under usual notations, show that [4]

Renewal i i
process uniquely determines the distribution function. Suppose the

distiibut ¥ i ae :
stribution of interarrival time Xn is given by f(x) = Ae=%;x > 0. Find the mean

value function of the renewal process.

b) Under i
(b) usual notations, show that the average renewal rate by time ¢ converges with

probability 1 to Lo iR 8 lim{N([) _>l} wr_ g
,u >0 l ,[,[ ¢

Suppose a Bluetooth headphone works on a battery. As soon as ey
If X represents the

attery is down LR

(i.e., the charge level reaches 10%), it is recharged immediately.

lifetime of the battery (in hours) in a single charge and is distributed uniformly over

. 2
the interval (1, 20), then at what rate does the device needs to be changed?

B e th model 14\
05 (a) Define birth and death process with an example. Also, discuss & linear growth |
4 S
A ~ with immigration. &
T >7). Show that :
Tor 2 birth and death Process \et An = nA+ 0/ (n=0) and i = np (n=1). (o) s
,,\an?oet of people In the Process at time t is M(®) = n + Ot, when A= L ‘;» -‘}‘
fh and death process, each individual is assumed to give birth at an exponential
~ rate of 10 per year and die at an exponential rate of 10 per year. Also, there is no
increase in the population due to immigration. Explain the situation when the
population size is 120. Also find the expected population size after 12 years.
(¢) Define pure birth process with an example. For a pure birth process with rate A, show [11/3]
that P;(t) = e ™.
Good Luck CQ Q?/
D o
i 7l e
S < 0~ 4.
6\ i
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Time: 04 Hours

i 4 ks.
Answer any Five of the fo equal mar

llowing questions. Each question carries

What do you mean by Bioinformatics, and what are the various goal of it? Why [5]

Q1. (a

Bioinformatics in Statistics?

(b) Describe the central dogma of life in the context of bioinformatics as well as (4]
molecular biology. Clarify the following concepts:
i) Gene i)  Trait iii) Chromosome iv) Protein
(¢) Consider the following base sequence of a given DNA segment: (5]
TACAATC\{/:&XTCTGACGATT
. | 9
o5 A i

() What is the sequence (@ 1he¢congg gglemarx DNA stre{nd‘?
N —N =~ \ Q

W/ Given the original template strand. what would be the sequence of an RNA
7 oo
strand after transcription?

(iii) What would be the result of translation?

What is a pedigree? Sketch an ancestry chart for 5 generations, where disease [5]
transmission is due to X-chromosomal dominant fashion but showing the reduced

‘penetrance in the 3" generation.

) With suitable examples distinguish between, (i) autosomal dominant vs autosomal |4}

recessive inheritance pattern, (ii) dominant vs recessive allele.

aa Aa
N
e
Ve ® 2
| e aa Aa Aa aa a2 aa 9:\_\2
‘ :
_ | g
ferfe
Aa Aa aa aa aa aa aa aa ?:?:(\\A
. . . . . [ 3 E "\—
Analyze the pedigree to identify the inheritance pattern and compare its characterisﬁcs’
. . . . . ) y\
with the expected traits of a specific Mendelian inheritance mode in the family. fm ! \
LT
”n
aﬁA(‘ n

Q3. (a) Define penetrance function. What are the important assumptions for developing general |3\

probabilistic model in genetics? Create a table showing genotype penetrance for

dominant, recessive, and codominant Mendelian inheritance patterns.
(b) Design a comparative table illustrating the Genotypic Relative Risk (GRR) for the |4}

genotypes across four genetic risk models: Recessive, Dominant, Additive and

Multiplicative under the aséumptién of phenocopies. Ensure the table highlights the

progression of risk within each model and accounts for both genetic and environmental

contributions. \
)



©  How does the penetrance rate influence the Genetic Relative Risk (GRR) for a genetic [

disorder? For a disorder with a prevalence of 1 in 20,000, calculate the GRR when the
penetrance rates are 70% and 85%. Compare the results and explain the impact of

penetrance on GRR.

. (a) Define SNP, and how does it differ from general polymorphism? Can you explain  [4]
genotyping and what are the various genotyping methods, and how to select the
appropriate genotyping method?

(b) What is Hardy-Weinberg Equilibrium (HWE), and what factors can disrupt it? Under  [6]
the general condition of HWE,

@

1
P(A1) = P11 +5P12 and P(4z) = pa, + %pu ,wherep +q = 1. (A:ff@l/ Ly
,‘) (
| HO%

Find the relationship between genotype and allele frequency. c@ "/’Y\ ?&0."0/

(c) If the frequency of the heterozygous genotype f(Aa) is 0.50, what are the allele [4]

frequencies f(A) and f(a) assuming Hardy-Wei ot equilibe

y-Weinberg equilibrium? 1e
S B Lo e <A
DUty ¢ b e
. . . / 9 t

" Q5. (a) Define genetic association. What are the reasons for genetic association? Discuss the  [4]

different study design in genetic association study. .2 5E ) ephort

K’/ o o o 0 < 1
(b) study investigates the association between GeneA and the risk of developing a certain  [S]

disease. There are three genotypes: aa, ad, and AA. The following table shows the

number of individuals with and without the disease: N
'Lk é\‘/

g’
L

S
(q’k g Y

nterpret the results. v (. §
p Ft e

gy, (& o

@) Calculate the odds of the disease for each genotype and 1

(i) Find the odds ratios for _‘a;} vs. aa and AA vs. aa. Interpret these ratios in

L
terms of disease risk. W =

aA vs.aa and AA vs.aa,
—v o — fg

(iii) Compute the log odds ratios 0, and 6, for
respectively. Interpret these values.

(%y? Based on your findings, determine the appropriate genetic model to describe o

L opea T

the relationship between GeneA and the disease.
(¢c) In a population genetics study, two genetic loci C and D are examined, each with two 5]

alleles: C1, Cz and D1, D2. The observed haplotype frequencies are presented in the

following contingency table:

4 ’ D: \ D:
2 e C | 0.30 \ 0.20

\
x\
¢ {f G / 0.10 \ 0.40 j

y iy iz Lising these frequencies, answer the following: e
ﬁ ' ( 6" (i) Calculate the marginal allele frequencies for Ci, Cz, D1, and D.. o
N7 LY (i) Compute the linkage disequilibrium coefficient D using the provided

haplotype frequencies. Interpret its value in terms of genetic association.



(iif) Calculate the normalized LD measure D' and the squared correlation

coefficient r2. Discuss the biological significance of these measures in

understanding genetic linkage and association.

(a) What is the Genome-Wide Association Studies (GWAS)? Mention different imputation  [5]
algorithms used in GWAS. Explain one of them. 2

(b) Suppose, there is a gene named APOC3 in a given genome having 10 SNPs for n  [5]

Muals. Discuss the steps of association testing in the context of a case-control
€ps of associal lext of a case-cont

setting.

="
(¢) What is a GWAS catalog? Explain the main features of such catalog. What types of [4]

information are stored here?

Q7. (a) Make a comparative analysis among the available types of biological databases with  [5)

suitable example.

(b) Mention some database search algorithms used in Bioinformatical research. What a
< re

S\

the existing repository guidance for the Nucleic acid Sequence data according to th
e

Journal of scientific data of NARURE?

(¢) List different features of the following Biological databases:

(i) TREMBL, (i) PIR, (i) DDBJ, and (iv) SWISS PROT

\4\

Q8. (a) Whatare the primary machine learning techniques, Why ML in Bioinformatics and how s\
o . & <l ¢ ‘
‘ s P st . vical data?
y, are they applied In analyzing biological dat | N
" ' + Vector Machine (SVM) w ork. and what are its key app\\cat\m\s ny’ \4\
d b)) JHow does a8 Suppor paye ] what ar !

bioinformatics?
/10 (¢) What is the difference between artificial neural networks (ANNs) and deep learning  |5)
models? How can neural networks contribute to the development of new predictive
models in bioinformatics? Outline the methods and tools that are commonly used for

inteeratine machine learning techniques in bioinformatics research.

Good Luck

/4



Part 1v

Time: 02 Hours 30 Minutes

Answer any Three of Ilu'_/'ollmviug

data? Discuss them with examples,

table? Explain in the context of a 2
(<) L)~ Given the following regress

relevant table is given below:

Course No.:
Course Name: ¢ ‘atego

/61. (2a) Define categorical variable with exam

questions. Fach question carries cqual marks.

2-way table,

Adding X5 gives a log-likelihood of

o St — ocardial infarction
/ - Clonwuaceplive practice 77M%CS No

l)cparlnlcn( of Statiygyj

¢S and Data Science
-lullalngirmlgﬂ
B. Sc 1 lonory

r Univcrsily
) l<lx:|min:\liun

2023
Stat- 410

rical Data Analysis

ples. What are the major types of categorical
%pf How can You summarize information of a cateporical

ession output: estimated coefficient, 31=0.8: and S.14
Hypotheses: IHo: B1=0 v I B1#£0. Compute the Wa
the result at a 5% significance level.

/éﬁj A logistic regression model with predictors X

1d t

98.6. Perform

evaluate whether X5 improves the model. Interpret the results.

Users (23 34
[ Non-users 33 132
| Total

(a) Calculate the difference of proportions, relative risk, odds ratio, and comment.

) Test the null hypothesis that the proportion of having

proportions, relative risk, and odds ratio.

T T e e

(¢) Hence, construct 95% confidence intervals for the difference of proportions, relative

risk, and odds ratio and comment.

[ Q3.

(a) Explain how to compute the confidence interval for association parameters. Describe
/

the importance of small sample tests in contingency tables set Upa/

(b) A study stratified by income level examines the relationship between education and

support for policy:

| Income levels | Education

data set using o con\'\np,cncy

/> X2 has a log-likelihood of =102 .4
a likelihood ratio test to
Ao sk
" X >ther there is a relationship between the oral
ducted to test whether t
A survey was con

S : q : os B
i | infarction. For this reason, samp
i actice and myocardia
contraceptive pr:

a“(l (); Were 'ake]l rom t]le C()IltIaCGPUVC users alld non-users, Iespectl Q‘y. he
S ' )}

ocardia{/infarct'o' for oral
contraceptive users is independent from that of non-users by using thé difference of
SR e

Mark: 35

()2,
est statistic and interprey
— ey

1Sy

Hinler

1/3)
(41

141

13

181

| Low | High school

bes

No

25 Sl

15

College
| Medium

35

25

| High School

40 Tl

20

B
5
N

l College
Using the Mantel-Haenszel

50 g

policy support.
(¢) Howd

" WRe Ao \4

oes Bayesian inference work for categorical data?

'2./
¥ ~ a4

method, interpret whether education level influences

4.4

oy

|13



,// /
" i :
Y (a) What do you mean by generalized linear models (GLMs)? What are the components  [11/3]
of this model? Discuss them. Briefly explain the role of link function in a generalized
linear model.

Suppose, the response variable ¥ follows Bernoulli distribution with probability mass

[3]
8 A n
function:  f(y:n, p) :( jpy(l—p)l_y S vl o
] I
Show that, f ( Wi, p) can be written in the canonical GL,M form. Write down the
expression for the canonical parameter.
(©) You are given the following dataset from a survey of urban households: Outcome [5]

Variable: Energy Usage (categorical: Low, Medium, High), Predictors: Household

Size (continuous), Income Level (ordinal: Low, Medium, High), and Appliance
Usage (count).

. by (g b ,Owwvﬂs:n
Propose an appropriate GLM to analyze this data. Justify your choice. Ok@ G
sz

(i1) If you were to fit a multinomial logistic regression model, how would you

interpret the coefficients for Income Level?

Q5. A healthcare dataset considers the following study variables: the number of Doctor
v Year of
Visits (count), Patient Age, Chronic Illness Status (Yes/No).  and 7

Observation.

ich GLM among the Logistic, Poisson, of negative binomial is appropriate for the [4]

. data is longitudinal, explain how you would incorporate random effects or use [11/3]

Jles mentioned above? Why?

GEE to analyze this data.
A GEE model predicts disease status (Yes/ No) over 5 visits, with two predictor 4]
variables: treatment, and baseline health. The correlation structure is exchangeable.

Explain why GEE is appropriate for this scenario and how the correlation structure

affects the analysis.

Good Luck

Ty
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Answer any Three of the following questions. Each question carries equal marks.

Explain the primary reasons why firms should engage in risk management. How do [3]

Q1. (a)

these reasons challenge traditional investment theories?
(b) Give definition of market risk. liquidity risk, operational risk, credit risk, and business [11/3
risk. ]
(¢c) What are the key stylized facts about fi I
inanc ur
ncial asset returns, and how do they [5]

influence the modeling of risk in financial market?

Prove that the portfolio rate of return is Tpp tadl = D Wit
il = /= Wil o) o

. (a) Descri 1
/xﬁ (a) Describe primary and secondary marketplaces using examples Briefly (cil_smms_tbeg 3
efficient- i -
Ieient-market hypothesis. What does the stock market mean when you say "bullish" o
S S SRS g

or "bearish"?
N/

b) Ho i
) W to illustrate log returns versus simple returns. Suppose, if an asset's value [11/3]

increases from $1 i i :
i $100 to $120 in one year, what would the simple return and log return e
: e? Discuss the i is in i ision’
—c—“" -e.1mportance of asset return analysis in investment dec1s1on‘fnaking. O'L:g
/(c) hat is volatility? How to model volatility with ARCH for financial time series 3\
forecasting? J
(a) What is GARCH variance model? How does the Risk Metrics vari: i
ance model differ 14\

from the GARCH model in forecasting daily volatility? Discuss the benefit of
GARCH model over Risk Metrics model. Derive the variance of the daily retums k
S B iy

days ahead using GARCH model.
—————
um likelihood estimator for GARCH model. &\

tic checking for the estimated vixiﬁce model? [11/3)
/‘——‘—7 M

(b) Obtain the maxim
(¢) How would you perform diagnos

Explain the process.
6T\

d support lines in trading. 3\
g and support lines in e, |

hnical indicator? How t resista:

(a) What is a tec .
Describe the bullish and bearish divergences in the MACD (moving average \

convergence divergence).
c perate? How 10 identify overbought  {11/3}

ative Strength Index (RSI) o

ith RSL. Let’s say a stock’s price changes over 14 days

(b) How does the Rel

and oversold conditions W

as follows:

3.2,1.4.5,3,5,6

) :
P \f\\ - (‘\

Gains:

(oS}

Losses: I, 2



(¢)  Deseribe briefly the Do theot How Flliott Waves and [ o theon vosrhk § ot (5]

ome of (] conumon patierns of .m;;m! cand corrective w Ve

!'q 9
Q5. (a) Define portiolio variance. How to evaludte n single asset's and a portiolio e at (1 1/3
A §
(b) What i< an option? I'xamine the basic < harac teristics of the option. Suppose. |t wler 14}

X thinks that the share price of a Company - which is currently trading at $2510) P
share — will rise over the next month. Trader X finds a call option contract with
strike price of $265 and an expiration date of exactly two months” time. The contraet
covers 100 shares and has a premium (or price) of $5.60.
(1)  How much profit has Trader X made on this trade?
(i)  What would have happened if the Company had remained below than $265
per share strike price when the contract expired?
(¢) Assume that it s January 6, 2025 and fhe stock is trading at $20.50. Consider the
stock with a strike price of $20, expiring in 3 months. Using past stock prices, the
volatility in the stock prices is estimated at 60%. The riskless rate is 4.63%. Calculate

the value of the call option with Black-Scholes model.

Good Leuck

I

14}



