Split-Plot Design

Split-Plot Design
A design in which the plots of a set of treatments are split into several sub-plots to accommodate a second set of

treatments is called a split-plot design.

This is a special kind of incomplete block design and is frequently used in factorial experiments. Here first set of
treatments is called whole plot treatments or main plot treatments represented by factors 4 and second set of
treatments is known as sub-plot treatments or split-plot treatments represented by factor B . The plots used for

whole plot treatments are called whole plots or main plots while sub-plots are also called split-plots.

Example
Let there are three levels of irrigation [reserving, three different levels of water per plot and four dozes of Nitrogen
fertilizer. We have to consider an area for studying the above treatment. If we divide the area into three whole plots
and the whole plots are subdivided into four sub-plots, then the irrigation are allocated randomly into the whole plots
and fertilizers are allocated randomly into sub-plot. If we repeat the process seceral time, then the resulting design is

split plot design.

Advantages of SPD

i) An extra factor can be included in a SPD with little cost and this furnishes additional information quite cheaply
and also increases the scope of experiment.

ii) More precise estimates of sub-plot treatments and its interaction with whole plot treatments are obtained in SPD
than in RBD.

iii) Two or more factors needing relatively large and small units can be combined in the same experiment of SPD.

iv) The overall precision of SPD relative to RBD may be increased by arranging the whole plot treatments in an
LSD or in an incomplete LSD.

Disadvantages of SPD
i) Main plot treatments are measured with less precision in SPD than in comparable RBD.
ii)  When missing data occur, the increase in complexity of the analysis for the split-plot design is greater than for
RBD.

When SPD is Needed?

Split-plot design is needed in the following situation:

i) In certain factorial experiments involving two factors. One factor A may require larger plot while other factor B
may require smaller plot. Here SPD is preferable.

ii) SPD may used when an additional factor is introduced in an experiment to increase its scope.

iii) In some situations, one factor may be considered more important than another factor. So more information is
desired on the important factor and on its interaction with the unimportant factor. In this case SPD may be
applies with important factor as sub-plot and unimportant factor as whole plot treatment.

iv) When larger differences are guessed among the levels of certain factor than among the levels of others, then

the levels of the factor having larger differences can be applied randomly to the whole plots in SPD.
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Uses of SPD
Split-plot design derives its name from agricultural experimentations. This design is frequently used in agricultural,

medical, and biological problem.

SPD is an incomplete block design:
In SPD, each whole plot may be regarded as block for subplot treatments but may also be treated as incomplete

block as it contains only a fraction of the whole set of pq treatments. This is why; SPD may be looked upon as an

incomplete block design.

SPD is a confounded design:

As an arrangement of the factors A and B with p and ¢ levels respectively, in which the main effect 4, with

(p—l) d.f, is completely confounded with incomplete block on whole plot differences. For this SPD is called a

confounded design.

Comparison and Contrast of SPD with RBD

i) In a SPD with p whole plot treatments and g sub-plot treatments, the whole plot treatments are first

randomly assigned to the whole plots and then sub-plot treatments are allocated randomly to the sub-plots

within each whole plot. While in a RBD, pgq treatment combinations are randomly assigned to the plots of a

block.

i) In SPD, main effect of sub-plot treatments and its interaction with main plot treatments are estimated and
tested more precisely than the main effect of main plot treatments. But in a RBD, with factorial arrangement,
the main effects and interaction are measured with equal precisions.

iii) A RBD occurs with one kind of plots and treatments while a two factor SPD occurs with two kinds of plots and
treatments.

iv) RBD has one error component while SPD has two error components which are whole plot error and split-plot
error.

v) Since RBD provides more d.f for error M.S than those for two error M.S in SPD, the test and interval estimates
are more precise and efficient in RBD than in SPD.

vi) SPD can furnish additional information quite cheaply by introducing some extra factor with little extra cost. But
RBD has no such scope.

vii)  Analysis of data consists of two parts which are whole plot analysis and split-plot analysis in SPD.

viii)  Whole plot error is usually larger than RBD error while split-plot error is less than RBD error.
Analysis of Split-Plot Design

Linear model

Let the model be

yz'jl=/1+ai+ﬂj+7/+(ﬁ7)ﬂ+eij/ ; i=l(l)r, j=l(l)p, Z=1(l)q

where, Vi is the observation belonging to 1" sub-plot treatment on the j’h main plot in i replication, u is the

general mean effect, «; effect due to i block (replication), g is the effect due to jth main plot treatment of

J

factor 4, y, is the effect due to 1" sub-plot treatment of factor B, (ﬂy)ﬂ is the interaction effect between jth main

plot treatment and I sub-plot treatment of factor 4 and B respectively, ¢, is the random error component.

ijl
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Assumption

Since each whole plot ay be regarded as block for sub-plot treatments, so sub-plot treatments are nor orthogonal.

Thus the assumptions for the analysis of variance be

i) E(e,ﬂ)zo
ot if i=i', j#j,1=1"
i) E(e,.j.l,ei,j,,,): po’ if i=i', j# ), 1#]
0 otherwise
iiil) Observations are random

Restrictions: Za -Zﬂ 27’1 Z Z(ﬂy) =0

Orthogonalization

Let us make the transformation
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Now it is observed that u, ¢; and S; are to be estimated from z; .

h

Again, Zip = A Vi1 T Ao Yiga + e HapgVig Za, Vi
[_

q
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So, 7, and (,6’7/) are to be estimated from z;;..

[,u+a +B,+n+ (ﬂy) eji + +,u+ai+ﬂj+7q+(ﬁ7)jq+
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since Z)/, = Z(,B;/)ﬂ =0
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Now error of whole plot treatment is,
Oy =uy —\/7(,u+a +B; )

and error of sub-plot treatmentis ¢, =z;; Zal " [71 }

Here, V(&):v y

(
:v{%[ym + Yo+ o +yi/q]‘|
2 (yiﬂ)Jr;;COV(yw,yw-)}
= a0 +q(g-1)p0” |
[1+(a-1)p]
a1t Ay o +al,qyijq>

aj V(yijl)+zzal'lal'k COV(yij'l?yijk)
I# k

= o’ +(—qup02
q

=’ (1-p)
=; and w =;
o*[1+(¢-1)p] 2ot (1-p)

The weighted error sum of square is given by

¢:w1;;{ug—ﬁ(ﬁ+df+ﬁf)}z+WzZ§§{Zfﬂ"§””V+(’”)ﬂ}}2

Now applying least square method, we obtain the estimate of the parameters as,

Again, V(gij,,) V
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where, ZZZ(J’!/‘I_)_’-~)2 is Total Sum of Square, qu()_/,-”—)_/__.)z is sum of square due to replication,

j 1

—V.

i i

qu(

_ 2
plot treatment B, rZZ(y_ﬂ—y__]-_—y“,+ym) is sum of square due to interaction 4B,
]

2
) is sum of square due to main plot treatment A4, prZ()_/J —)7.”)2 is sum of square due to sub-
!

qZZ()_/,-jA -Vi=Y, +J_/m)2 is sum of square due to error-1, ZZZ(y[j, Y=Yy ty; )2 is sum of square
i ijo
due to error-2. /
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ANOVA Table:

SAY df SS MSS E(MSS)
o*[1+(¢-1)p]
Replication r—1 Si :PCIZ()_’L._)_’...)Z 5 = 51 K 2
i r—1 + P Z“iz S3
r—1
Main plot o’ [1+(q—1)p}
Treatment -1 S, = qu()_/.j. —)7.“)2 5 _ 5 o F=2
j p-1 + Zﬂz §3
(4) p-1="
- - - 2 S
Error-1 (p—l)(r—l) S; :qzi:;(yij._y.i._y.j,+y,,,) S5 :m o? [1+(q—1)p]
Sub-plot
treatment g-1 Sy = prZ()_/”, —)7“_)2 S, _Sa o (l—p)+ P 27,12 F, S4
I q-1 qg-1 Sg
(8)
2
Interaction — — —  _\2 S 7 (1_’0) N
(p-0a-1) | S=rZEEp-7 547 ) || B
AB i -1)(g—-1 - -
( ) Jjo1 (p )(q ) +(p_1)<q_1)22(ﬁ7/)ﬂ Se6
- — 2 S
— — S, = =Y =V + P - Y6 2(1_
Error2 | p(r—1)(g—1)| S Z;;(J}yl V=55 45,) | s ) o (1-p)
Total pgr—1

Hypothesis Testing and Decision Rule

We have to test the following three hypothesis and make decision with them:

i) H,: The whole plot treatments are homogeneous
ie. Hy:fy=py=--=p,=0
H, : at least one of S, #0

The appropriate test statistic is F, = LI (p1).(r1)(p-1)

S3

If F, > Fa%,(p—l),(r—l)(p—l)’ then H, is rejected at % level of significance and we conclude that treatments differ

significantly.

If the null hypothesis H|, :ﬂj =0 is rejected, then we take another null hypothesis

Hy:p;=p;p 5 j#j'=1,2,,p
leﬂj ¢/3j,

The appropriate test statistic be

L sE (37./. - J_’._/'.) 255 (r=1)(p-1)
qr

In some case, H, :ﬂ;1 :,ij s JEJ'=L2, - p
’”(J_’.jl_J_’.j'l)z 2 S T4
The appropriate test statisticbe F = 2—2 ~ F1,(p71)(r71) where s; = ZZ()’;; VTVt yA.z)
s; i
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i) H,: The sub-plot treatments are homogeneous
ie. Hy:yy =y, = =7,=0

H, : at least one of §, #0

The test statistic is

If Fy > Fa%,(q—l),p(r—l)(q—l) ,then H, is rejected at % level of significance.

If H, is rejected, then we take another null hypothesis H,:y, =y, ; [=1'=12, ---,q

The test statistic is

el

S T GO

pr

If ¢z, > t%m(ril)(qil) ,then H, is rejected at a% level of significance.

If Hy:y, =y, isrejected, we take H, :7// =7//; ; [#1'=12, ---,q

The test statistic be

Tl
3~ 2& p(r—l)(q—l)
r

If t; = ,then H,, is rejected at a% level of significance.

lay p(r-1)(g-1)

Again if H,:y/ =y is rejected, we take H, :y/ = 7/,1 and the test statistic be

_ ”(J_’ﬂ —)_’.j'z')z

e where s =33 (v =V
Lo

2s12

iii) There is no interaction effect,
ie. H, :(,B;/)ﬂ =0
H, : at least one of (ﬂ}/)ﬂ #0

The appropriate test statistic be,
_5s

5=~ Hta-1) ot

If F5 > Fa%’(pfl)(qfl)’p(l_l)(qfl) ,then H, is rejected at a% level of significance.

Ty )
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Efficiency of SPD (relative to RBD)

The analysis of variance table of SPD can be written in the following form:

S.V. df. SS MSS
Replication r—1 S s
A p-1 S, 82
Error-1 (p=1)(r-1) S 53
B qg-1 Sy Sy
AB (p-1)(a-1) S S5
Error-2 p(r-1)(g-1) Se 56
Total par—1

Let us suppose that there is no effect of 4,B and 4B, in that situation the effect of A4 is appropriately, equal to

error-1 and combined effect of B and AB are approximately equal to error-2. The reduced ANOVA table will be:

S.V. df. ss MSS

Replication r—1 (r=1)s 51
Error-1 r(p-1) r(p-1)s; 55
Error-2 rp(g-1) p(g—1)s6 S6
Total pg(r-1) pq(r-1)

If we consider the replication as a block then total mea sum of square is

r(p—l)s3 +rp(q—1)s6 3 (p—l)s3 +p(q—1)s6

r(p=1)+m(g-1) p-l+pg—p
_ (p—l)s3 +p(q—1)s6
pq—1

Thus the efficiency is
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Estimation of Missing Value
Let the observation of the /" sub-plot treatment related to the jth whole plot treatment in the i replication is

missing.

Let the value of the observation is x . This x might be estimated in such a way that SS(error) will be least. Sum of

square of error-2 with missing value can be written as

SS(error=2)= X3 Yot + 5 - XY st oy 5] L T =)
it it VAREA

1 2 1 2 C
+— D> v +—\y, +x) ; izi', jEjL 2]
qr ; ’ qr( )
We have to estimate the value of x from this SS in such a way that SS(error—2) will be minimum,

58S (error—2) DY (J’g;, +X) ~ 2()’,_,'1 +x) N 2()’._1'. +x) _0
Sx - q r a

x x x Vi Vi Vi
= x-S =
q r qr q ro.qr

gr—-r—q+1) 1
= XETJ—;(’”J@,*'QJ’JI _J’,j.)
Yy a4y =y

(a=1)(r=1)
After inserting the estimated value for missing observations, we perform the usual analysis of variance.
Reasons for Two Types of Errors in SPD
Since the data obtained from split-plot design are not orthogonal, so we have to make some orthogonal

transformation to estimate the parameters involved in the model of this design. The parameters are estimated in two

stages, so there are two types of error in split-plot design.
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